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A B S T R A C T

Remaining Useful Life (RUL) prediction is vital for system functionality. Non-end-to-end approaches is an
important type of RUL prediction approaches for their important application in industrial scenarios. In non-end-
to-end approaches, Health Indicator (HI) construction is a critical aspect. However, existing HI construction
approaches ignore First Predicting Time (FPT) detection, leading to increased domain knowledge demand
and system health comprehension difficulty. To address this issue, this paper proposes a multi-objective-
optimization-based HI construction approach enabling both FPT detection and RUL prediction. A novel metric
called the monotonicity strength index is proposed to address the limitation of the conventional monotonicity.
The constructed HI possesses the ability to indicate FPT by taking the detectability metric as an optimization
objective. The optimization problem is solved by the combination of the multi-objective ant lion optimizer
and the entropy weight method. The superiority of this HI is demonstrated through experiments on the widely
used IMS bearing dataset and a gearbox dataset.
. Introduction

Remaining Useful Life (RUL) of a component or a system, i.e., the
ength from the current time to the end of the useful life, plays a
rucial role in maintaining normal functioning [1]. Accurate RUL pre-
iction enables engineers to proactively maintain systems, preventing
evere consequences due to system failure [2]. Numerous studies have
een conducted on the prediction of RUL, which can be divided into
nd-to-end [3–6] and non-end-to-end approaches [7–9].

For industrial scenarios with limited data and high requirements
or interpretability, non-end-to-end approaches, rather than end-to-end
nes, are often desired for RUL prediction. Such approaches typically
nvolve two components: Health Indicator (HI) construction and degra-
ation modeling, in which, HI is a measure of system health, and the
egradation model is used to predict RUL.

An appropriate HI plays a fundamental role in non-end-to-end ap-
roaches since it is responsible for accurately reflecting the health
tatus of systems [10,11]. For instance, an HI is expected to demon-
trate a monotonic behavior, aligning with the monotonic degradation
f a deteriorating system (except for some self-healing systems like
ithium batteries [12]). If the HI shows violent fluctuations, it becomes
hallenging for individuals to understand the current health status of
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a system, also leading to a significant increase in the difficulty of pre-
dicting RUL by the degradation model. Consequently, an appropriate
HI aids in understanding the health status and facilitates precise RUL
prediction.

The construction of an appropriate HI entails two key issues that
have attracted significant research interest. These issues, as identi-
fied in [13], are: (1) How to extract meaningful information from
monitoring data that can indicate degradation? (2) How to assess
whether the constructed HI is beneficial for RUL prediction? The first
issue always involves complex systems as certain raw monitoring data,
like flank wear on a cutting tool [7], can be directly used as HIs in
certain simple systems. However, for complex systems such as bear-
ings, machine tools, and turbofan engines, cleverer features must be
employed to effectively capture health information due to the inherent
complexity of their underlying physics. For complex systems, many
statistical-based feature extraction approaches have been proposed, in-
cluding time-domain-based [14], frequency-domain-based [15], time–
frequency-domain-based [16], Empirical Modal Decomposition (EMD)-
based [17], and other advanced approaches, such as [18–20]. In addi-
tion, many machine learning approaches, e.g., self-organizing map [8],
the random forest method [21], and deep neural network [7,22],
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have been used for degradation feature extraction. As for the sec-
ond issue, many metrics have been proposed to evaluate whether an
HI is suitable for RUL prediction, such as monotonicity, trendability,
prognosability [23], robustness [24], etc.

Based on these feature extraction approaches and HI evaluation
metrics, numerous HI construction approaches have been proposed.
The task of constructing an HI is converted into an optimization prob-
lem, aiming to combine features into an HI. To make the HI perform
better, the metrics are utilized as objectives to determine the opti-
mal fusion parameters. These approaches can be categorized into two
groups: one group transforms the HI construction problem into Multi-
objective Optimization Problems (MOPs) [9,25,26], while the other
converts it into single-objective optimization problems [27,28].

However, existing HI construction approaches lack the considera-
tion of the First Predicting Time (FPT) of systems, which may lead
to a higher requirement of domain knowledge and greater difficulty
in understanding the health status. Typically, systems do not begin to
degrade immediately upon operation but undergo a period of healthy
operation, whose endpoint is known as the FPT or initial degradation
time [29]. In other words, FPT is identified as the moment at which
the system displays evident degradation. Upon detection of the FPT, it
becomes feasible to initiate the prediction of the RUL of the system. Ac-
curate detection of the FPT is critical, as it directly impacts subsequent
RUL prediction and maintenance decisions. Early estimates of the FPT
may incorporate irrelevant data into the RUL prediction process, while
delayed estimates may exclude pertinent data, both resulting in inaccu-
rate RUL predictions. Additionally, this may lead to resource wastage
and delayed maintenance decisions. Although a considerable amount
of effort has been devoted to studying FPT detection, these studies
often focus on specific systems such as bearings and gears, and utilize
specific features for FPT detection [30,31]. However, these approaches
need additional features from the HIs that are exclusively constructed
for degradation models. This requirement for supplementary features
not only increases the demand for domain knowledge but also limits
their applicability across different systems, thus presenting challenges
for practical implementation. Additionally, engineers cannot intuitively
comprehend the health status of the system, as the degradation level
and the indication of system degradation are represented by distinct
measures. If an HI construction approach can facilitate both FPT de-
tection and RUL prediction, it would substantially reduce the necessity
for domain knowledge and enhance the comprehension of the health
status of the system for engineers.

With the aforementioned motivation, a general HI that enables si-
multaneous FPT detection and RUL prediction is constructed by taking
the ability to detect FPT, i.e. detectability, as an objective in the opti-
mization problem. In the process of HI construction, the construction
is converted into an MOP, with the FPT detection being considered by
taking the detectability metric as one of the objectives. Three other
metrics are also taken into account to ensure accurate RUL prediction.
To solve this MOP, a combination of the Multi-Objective Ant Lion Op-
timizer (MOALO) [32] and the Entropy Weight Method (EWM) [33] is
utilized. Based on the constructed HI, FPT detection and RUL prediction
can be performed. Two case studies on two rotating machinery datasets
are provided to validate the proposed approach at last.

The main contributions of this paper are as follows:

(1) By integrating detectability into the construction process, a holis-
tic framework is proposed to construct an HI, which is capable
of representing the health status of a degradation system and
facilitating FPT detection and RUL prediction. This framework
could reduce the necessity for domain knowledge in the RUL
prediction process and enhance the comprehension of the health
status of systems.

(2) An approach based on the combination of MOALO and the EWM
is proposed to obtain the optimal solution from the established
MOP. The issue of subjective determination of metric weights
2

that has been observed in previous studies [9,23,26] can be
effectively addressed with the application of EWM, which applies
information entropy to evaluate the importance of each metric.

(3) A new HI evaluation metric called the Monotonicity Strength
Index (MSI) is proposed to address the limitation of the commonly
used metric, monotonicity, which fails to capture the overall trend
of an HI. This is achieved by adding a penalty item and a shape
parameter.

The rest of this paper is structured as follows: In Section 2, the HI
construction task is decomposed into three sub-tasks and is expressed
mathematically. Section 3 presents the methodology of HI construction.
Section 4 provides two illustrative examples on a bearing dataset and
a gearbox dataset to demonstrate the validity of the approach. Finally,
Section 5 concludes this paper.

2. Problem statement of the HI construction task

This section presents the mathematical formulation of the task
involving the construction of an HI to enable both FPT detection and
RUL prediction. Several studies have formulated the HI construction
task as an optimization problem [9,25,26]. However, this formulation
is not expressed clearly in these papers. Therefore, we rephrase it
using mathematical form for clarity. The HI construction task can be
decomposed into the following three sub-tasks:

(1) Determine appropriate metrics. Evaluation metrics for HI are
mathematical functions that assess specific properties that HI
should adhere to, such as monotonicity and prognosability. By
optimizing the performance of HI on these metrics, appropriate
HIs can be constructed. Therefore, the key to the performance
of the constructed HI primarily depends on the suitability of
the selected metrics. The selected metrics aim for accurate FPT
detection and RUL prediction are supposed to be:

𝐌 = {𝑀1(HI),𝑀2(HI),… ,𝑀𝑛𝑚 (HI)} (1)

where 𝑛𝑚 denotes the number of metrics, and a higher value of
𝑀𝑖(HI), where 𝑖 = 1, 2,… , 𝑛𝑚, indicates a better performance of
the HI on metric 𝑀𝑖(HI).

(2) Extract and select features. The raw monitoring data of an
industrial system, which contains various noises and redundant
information, cannot directly reflect the health status of the sys-
tem. Therefore, it is necessary to extract and select features that
contain information about the health status of the system from
the raw data. Various approaches can be employed to extract
features, and the selection of these features can be based on their
performance on metrics 𝐌. Let the selected features be denoted
as:

𝐅 = [𝐹1, 𝐹2,… , 𝐹𝑛𝑓 ]
𝑇 . (2)

where 𝑛𝑓 denotes the number of selected features. After determin-
ing these features, an HI can be constructed using linear fusion,
which is a widely used feature fusion approach [9,27,34]:

HI = 𝑤𝑇𝐅 (3)

where 𝑤 = [𝑤1, 𝑤2,… , 𝑤𝑛𝑓 ]
𝑇 is a set of weights. Therefore, the

task of constructing the HI can be defined as identifying the
optimal solution for the following MOP:

max
𝑤∈R𝑛𝑓

𝑔(𝑤) = [𝑀1(HI),𝑀2(HI),… ,𝑀𝑛𝑚 (HI)]

= [𝑀1(𝑤𝑇𝐅),𝑀2(𝑤𝑇𝐅),… ,𝑀𝑛𝑚 (𝑤
𝑇𝐅)]

(4)

(3) Solve the established MOP. After the determination of 𝐌 and
𝐅, the only remaining task is to obtain an optimal solution from
the optimization problem, i.e., Eq. (4).

These three issues are solved in Section 3.
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Fig. 1. The flowchart of the entire process of predicting RUL based on the proposed HI construction approach.
emark 1. The problems related to HI construction can be categorized
based on the availability of actual physical quantities that represent the
health status. In systems where such quantities are present, they can
be directly measured, exhibit monotonic changes, and have predefined
thresholds for system failure. However, in practice, monitoring these
physical quantities directly online can pose challenges (e.g., some physi-
cal quantities may require measurement downtime, thus affecting work
efficiency). In such scenarios, a mapping relationship between easily
measurable physical quantities and the HI can be established using su-
pervised learning methods, as demonstrated in previous works [7,35].
On the other hand, there are systems where such physical quantities
do not exist, and only a virtual HI can be constructed based on spe-
cific metrics. Our work falls into this category, which motivated the
adoption of a multi-objective optimization approach to address this
challenge.

3. Methodology of HI construction

In this section, the methodology of HI construction is proposed. The
subsequent subsections address the three aforementioned issues raised
in the previous section. Firstly, we introduce the metrics that serve as
the objectives of the MOP, including the novel metric MSI. Then, the
method of extracting and selecting features as candidate elements of
the HI is introduced. At last, the solving of the MOP is achieved by the
combination of the MOALO and EWM. The entire process is visually
depicted in Fig. 1, providing a clear illustration of the methodology.

3.1. The determination of HI evaluation metrics

This section determines the metrics applied as objectives in Eq. (4).
First, a review of commonly used metrics in the literature for assessing
HIs is provided. Subsequently, to address the limitation of the tradi-
tional monotonicity metric that ignores the overall trend of an HI, a
novel metric called MSI is introduced. Lastly, four significant metrics
are selected as the objectives of Eq. (4), along with a justification.
3

3.1.1. Some commonly used HI assessment metrics
Several metrics have been proposed in the literature to assess the

suitability of an HI for predicting the RUL [23,24]. To facilitate the
introduction of these metrics, certain mathematical assumptions must
be made. Assume there are 𝑚 run-to-failure trajectories obtained from
a set of systems with identical specifications. For system 𝑗, where
𝑗 = 1, 2,… , 𝑚, the number of monitoring data is denoted by 𝑁𝑗 . For
a given feature 𝐹𝑖, where 𝑖 = 1, 2,… , 𝑛𝑓 , 𝐹𝑖 = {𝐹𝑖,𝑗}𝑗=1∶𝑚 represents the
sequence of feature 𝑖 extracted from the monitoring data of system 𝑗.
Here 𝐹𝑖,𝑗 = [𝑓𝑖,𝑗,1, 𝑓𝑖,𝑗,2,… , 𝑓𝑖,𝑗,𝑁𝑗

]𝑇 . Since an HI is the fusion of features,
there are no differences in assessing features and HIs using a metric.
Therefore, an HI is treated as a feature in the rest of Section 3.1.

For all the metrics below, a higher value indicates that the HI
performs better in that aspect.

Monotonicity: System degradation can be classified into two types:
monotonic and non-monotonic. Unlike certain systems, such as lithium
batteries [12] and self-healing materials [36], which exhibit non-
monotonic degradation due to their self-healing characteristic, the
degradation of mechanical systems is typically irreversible due to their
physics. For this reason, the degradation process of a system should
be monotonic. Monotonicity can be measured using the following
equation [23]:

Mon(𝐹𝑖) = mean
(

|No.of 𝑑∕𝑑𝑓𝑖,𝑗 > 0 − No.of 𝑑∕𝑑𝑓𝑖,𝑗 < 0|
𝑁𝑗 − 1

)

(5)

where 𝑑∕𝑑𝑓𝑗 = 𝑓𝑖,𝑗,𝑘+1 − 𝑓𝑖,𝑗,𝑘 represents the difference between
two consecutive values in 𝐹𝑖,𝑗 . Additionally, No.of 𝑑∕𝑑𝑓𝑖,𝑗 > 0 and
No.of 𝑑∕𝑑𝑓𝑖,𝑗 < 0 denote the number of positive and negative differ-
ences, respectively.

Trendability: To ensure that a feature is capable of indicating
the degradation process of systems with the same specifications, it is
expected to show similar degradation patterns among them. Hence,
trendability is proposed to evaluate this similarity. A trendability index
was proposed in [23], but highly sensitive to noise. Afterward, the
trendability of different trajectories is measured using the minimum
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correlation coefficient, as suggested in [37]:

Tre(𝐹𝑖) = min(|𝑐𝑜𝑟𝑟(𝐹𝑖,𝑗1 , 𝐹𝑖,𝑗2 )|) (6)

where 𝑐𝑜𝑟𝑟(⋅, ⋅) denotes the Pearson correlation coefficient of two se-
quences, where 𝑗1, 𝑗2 = 1, 2,… , 𝑚. Note that the correlation coefficient
needs to be calculated between sequences of equal length, thus Eq. (6)
cannot be applied directly. In practice, linear interpolation is first
performed for shorter sequences.

Prognosability: In RUL prediction, it is necessary to establish a
ritical threshold to determine the occurrence of system failure. As a
esult, an ideal HI should demonstrate consistent values when differ-
nt systems fail. To this end, the concept of prognosability has been
ntroduced, which is quantified as follows [23]:

ro(𝐹𝑖) = exp

(

−std
(

𝐹𝑖,𝑏𝑒𝑔𝑖𝑛
)

mean|𝐹𝑖,𝑒𝑛𝑑 − 𝐹𝑖,𝑏𝑒𝑔𝑖𝑛|

)

(7)

where 𝐹𝑖,𝑏𝑒𝑔𝑖𝑛 = [𝑓𝑖,1,1, 𝑓𝑖,2,1,… , 𝑓𝑖,𝑚,1]𝑇 and 𝐹𝑖,𝑒𝑛𝑑 =
[𝑓𝑖,1,𝑁1

, 𝑓𝑖,2,𝑁2
,… , 𝑓𝑖,𝑚,𝑁𝑚

]𝑇 denote the vector consisting of initial and
failure values of a particular feature in different systems, respectively.
In addition, std(⋅) and mean(⋅) represent the standard deviation and
mean, respectively.

Detectability: As mentioned before, the system operation process
is usually multi-stage, with each stage displaying distinct degradation
patterns. In most cases, the operation process can be divided into the
normal stage and the rapid degradation stage according to the FPT. The
detectability of the two-stage degradation of systems can be computed
using the following formula [27]:

Det(𝐹𝑖) = mean

⎛

⎜

⎜

⎜

⎝

exp(−
𝛼𝜎𝑖,𝑗

√

|𝑓 𝑐
𝑖,𝑗 − 𝜇𝑖,𝑗 |

)

⎞

⎟

⎟

⎟

⎠

(8)

where 𝛼 is a scale factor, 𝑓 𝑐
𝑖,𝑗 denotes the monitoring value of the point

after the FPT. In addition, 𝜇𝑖,𝑗 and 𝜎𝑖,𝑗 denote the mean and standard
deviation of monitoring values during the normal stage, respectively.

3.1.2. Our proposed monotonicity strength index
A new metric that can measure the monotonicity level of HIs, named

Monotonicity Strength Index (MSI), is proposed in this subsubsection,
to address the limitation of the conventional one, i.e. Eq. (5).

We first illustrate the limitation of the conventional monotonic-
ity index (Eq. (5)) through an example. The monotonicity achieved
by Eq. (5) in certain situations can be misleading, which could be
attributed to its neglect of the magnitude of the changes between
consecutive monitoring points in its calculations. Fig. 2 shows two HIs,
𝑦1 = 0.5𝑡 + 0.5 × (−1)𝑡 and 𝑦2 = 0.5 × (𝑡 mod 4), where 𝑡 = 0, 1,… , 20. To
be specific, 𝑦1 has a trending folding line shape, while 𝑦2 is essentially
horizontal. According to Eq. (5), the monotonicity values of 𝑦1 and 𝑦2
are Mon(𝑦1) = 0 and Mon(𝑦2) = 0.5, respectively. This suggests that
𝑦2 is preferred over 𝑦1 based on Eq. (5), which is counterintuitive. In
practice, however, 𝑦1 would be preferred over 𝑦2 as an HI, because 𝑦1
provides information about degradation while 𝑦2 does not. Therefore,
it is misleading to evaluate the monotonicity of an HI by Eq. (5) in this
situation.

This phenomenon occurs because Eq. (5) is only related to the sign
of the difference between consecutive monitoring points, disregarding
its magnitude. The magnitudes of these differences affect the over-
all trend of an HI, with larger differences having a greater impact.
However, Eq. (5) treats a large difference and a small one equally,
which is equivalent to giving them the same impact weight to the
overall monotonicity. In the example above, 𝑦1 has an equal number of
positive differences and negative differences, with magnitudes of 1.5
and 0.5 respectively. Eq. (5) disregards their magnitudes, leading to
Mon(𝑦1) = 0, which does not match the overall increasing trend.

Therefore, we design the MSI to evaluate the monotonicity of an HI.
4

MSI assigns different levels of importance to these differences based on
Fig. 2. An illustrative example to show the limitation of the widely used metric
monotonicity (Eq. (5)), where 𝑦1 = 0.5𝑡 + 0.5 × (−1)𝑡, 𝑦2 = 0.5 × (𝑡 mod 4), and
3 = 0.5𝑡 + 0.3 × (−1)𝑡 + 2.

heir respective magnitudes. Furthermore, since an HI is expected to
e monotonic, differences with the opposite sign are supposed to be
enalized in MSI.

In light of the foregoing, we first define a function 𝑓 (⋅) to evaluate
he effect of a difference on the HI:

(𝑑∕𝑑𝑓𝑖,𝑗 ) =

{

(𝑑∕𝑑𝑓𝑖,𝑗 )𝛽 , 𝑑∕𝑑𝑓𝑖,𝑗 > 0
𝑝 ⋅ |𝑑∕𝑑𝑓𝑖,𝑗 |𝛽 , 𝑑∕𝑑𝑓𝑖,𝑗 ≤ 0

(9)

here 𝑝 ≤ −1 is a penalty factor, 𝛽 ≤ 0 is a shape parameter introduced
o control the flexibility and distortion of the function, and 𝑑∕𝑑𝑓𝑗 =
𝑖,𝑗,𝑘+1 − 𝑓𝑖,𝑗,𝑘 has the same meaning as in Eq. (5). Here, the upward
rend of HI is used as the baseline trend in this article, noting that a
ownward trend can be readily obtained by taking the reciprocal of an
pward trend.

Compared to Eq. (5), the influence of each difference on the overall
onotonicity is evaluated in Eq. (9). The weight of each difference is
irectly linked to its magnitude. Additionally, penalties are applied to
egative differences to ensure that the HI exhibits an upward trend.

Afterward, the MSI is defined as below:

SI(𝐹𝑖) = mean
⎛

⎜

⎜

⎝

|

∑𝑁𝑗
𝑘=1 𝑓 (𝑑∕𝑑𝑓𝑖,𝑗 )|
𝑁𝑗 − 1

⎞

⎟

⎟

⎠

. (10)

It should be noted that our proposed MSI is an extension form of
the conventional monotonicity metric. When 𝑝 = −1 and 𝛽 = 0, it can
be observed that 𝑓 (𝑑∕𝑑𝑓𝑖,𝑗 ) = 1 when 𝑑∕𝑑𝑓𝑖,𝑗 > 0 and 𝑓 (𝑑∕𝑑𝑓𝑖,𝑗 ) = −1
when 𝑑∕𝑑𝑓𝑖,𝑗 ≤ 0, so MSI degenerates into Mon (i.e. Eq. (5)). An HI
with a large MSI value is preferred, as it indicates better monotonicity
and an obvious degradation trend.

Having established the MSI as above, it holds the potential to ad-
dress the limitation of the conventional monotonicity index illustrated
by the examples in Fig. 2. We use the MSI to evaluate the monotonicity
of 𝑦1 and 𝑦2 with 𝑝 = −2 and 𝛽 = 1. The resulting values are MSI(𝑦1) = 0
and MSI(𝑦2) = −5, indicating that 𝑦1 is preferred. Therefore, the MSI
can correctly reflect the overall monotonicity of an HI, while Eq. (5)
cannot.

In addition, MSI also possesses the ability to measure the level of
noise present in an HI to some extent, referred to as ‘‘robustness’’ [38].
System degradation measurements often contain significant uncertainty
and randomness due to various sources of noise, which may affect the
accuracy of RUL prediction. Therefore, the constructed HI needs to
exhibit a stable degradation trend, and the level of stability of an HI
is called robustness.
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Fig. 3. The two-stage run-to-failure trajectory of a bearing.

The calculation method of MSI gives it the ability to assess the level
f noise. Typically, more intense noise leads to larger fluctuations in HI,
hich also means larger and more negative differences. These negative
ifferences are penalized according to their magnitude, as indicated
n Eq. (9). Consequently, larger or more negative differences lead to
lower value of MSI. Therefore, MSI can reflect the noise level in an
I to some extent. The greater the value of 𝑝, the less tolerant the MSI

is to noise in an HI. In contrast, Eq. (5) does not reflect robustness due
to its treating differences with varying magnitudes equally.

Another example is used to illustrate the ability of MSI to reflect the
robustness of an HI. Another HI in Fig. 2, 𝑦3 = 0.5𝑡+0.3×(−1)𝑡+2, where
𝑡 = 0, 1,… , 20, exhibits the same overall trend as 𝑦1, but with a smaller
level of noise. In this case, MSI(𝑦3) = 9 when 𝑝 = 2 and 𝛽 = 1, which
performs better than 𝑦1. However, if we use Eq. (5) for calculation, both
of these results are 0, demonstrating that MSI has an advantage over
the traditional monotonicity in this aspect.

3.1.3. Metric selection for FPT detection and RUL prediction
In order to create an HI capable of detecting FPT and predicting

RUL, specific metrics need to be chosen from the aforementioned
options. These selected metrics will be used to characterize the desired
attributes of the HI.

To ensure the HI possesses the ability to indicate the FPT, the
detectability metric (Eq. (8)) must be employed. As illustrated in Fig. 3,
a typical run-to-failure trajectory of a bearing demonstrates a clear
transition between a healthy state and a rapid degradation state. This
transition is characterized by an abrupt jump known as the FPT. To
ensure reliable RUL prediction, the HI must possess the capability to
identify the FPT. Consequently, the detectability metric is selected to
provide the constructed HI for the ability to indicate the FPT.

Besides detectability, the constructed HI needs to perform well on
RUL prediction. Therefore, additional metrics, namely monotonicity,
trendability, and prognosability, are taken into account. However,
due to the limitations identified with monotonicity (as discussed in
Section 3.1.2), it has been substituted with the MSI. As a result, the
construction of the HI will employ MSI, trendability, prognosability,
and detectability as objectives.

Then Eq. (4) is transformed as follows:

max
𝑤∈R𝑀

𝑔(𝑤) = [MSI(HI),Tre(HI),Pro(HI),Det(HI)]

𝑇 𝑇 T T
(11)
5

= [MSI(𝑤 𝐅),Tre(𝑤 𝐅),… ,Pro(w 𝐅),Det(w 𝐅)].
Table 1
The extracted time-domain and frequency-domain features.

No. Feature Definition

1 Mean �̄� = 1
𝑛

∑𝑛
𝑖=1 𝑥𝑖

2 Standard Deviation 𝜎 =
√

1
𝑛

∑𝑛
𝑖=1(𝑥𝑖 − �̄�)

3 Root Mean Square 𝑥𝑟𝑚𝑠 =
√

𝑥𝑒𝑛

4 Peak 𝑥𝑝 = max(|𝑥𝑖|)

5 Peak to Peak 𝑥𝑝2𝑝 = max(𝑥𝑖) − min(𝑥𝑖)

6 Mean Absolute 𝑥𝑚𝑎 =
1
𝑛

∑𝑛
𝑖=1 |𝑥𝑖|

7 Energy 𝑥𝑒𝑛 =
1
𝑛

∑𝑛
𝑖=1 𝑥

2
𝑖

8 Clearance Factor 𝑥𝑐𝑙𝑓 = 𝑛2𝑥𝑝
(
∑𝑛

𝑖=1

√

|𝑥𝑖 |)2

9 Crest factor 𝑥𝑐𝑟𝑓 = 𝑥𝑝∕𝑥𝑟𝑚𝑠

10 Impulse factor 𝑥𝑖𝑓 = 𝑥𝑝∕|�̄�|

11 Kurtosis 𝑥𝑘𝑢 =
1
𝑛

∑𝑛
𝑖=1 𝑥

4
𝑖

12 SINAD 𝑥SINAD = 10 log(𝑃signal∕𝑃noise)

13 SNR 𝑥SNR = 10 log 𝑃signal+𝑃noise+𝑃distortion

𝑃noise+𝑃distortion

14 Shape Factor 𝑥𝑠𝑓 = 𝑥𝑟𝑚𝑠∕|�̄�|

15 Skewness 𝑥𝑠𝑘 = 1
𝑛

∑𝑛
𝑖=1 𝑥

3
𝑖

16 Mean Frequency 𝑥𝑚𝑓 = 1
𝑁

∑𝑁
𝑖=1 𝑋𝑖

17 Frequency Center 𝑥𝑓𝑐 =
∑𝑁

𝑖=1 𝑓𝑖𝑋𝑖
∑𝑁

𝑖=1 𝑋𝑖

18 Standard Deviation Frequency 𝑥𝑠𝑡𝑑𝑓 =
∑𝑁

𝑖=1 (𝑓𝑖−𝑥𝑓𝑐 )
2𝑋𝑖

∑𝑁
𝑖=1 𝑋𝑖

19 Mean Square of Frequency 𝑥𝑚𝑠𝑓 =
∑𝑁

𝑖=1 (𝑓𝑖 )
2𝑋𝑖

∑𝑁
𝑖=1 𝑋𝑖

3.2. Feature extraction and selection

Due to the low information density and redundancy in raw monitor-
ing data, it is necessary to extract and select features to be considered
as candidate elements for constructing the HI. Different approaches for
extracting statistical features can be considered, such as time-domain
analysis, frequency-domain analysis, time–frequency domain analysis,
and so on. In this study, 31 features are extracted from the raw data,
consisting of 13 time-domain features, 6 frequency-domain features,
8 wavelet packet energy features (3-depth decomposition of wavelet
packet [39]), and 4 EMD energy features [17]. The specific names
and formulas of the 13 time-domain features and 6 frequency-domain
features are presented in Table 1. All 31 features are labeled from No.
1 to No. 31.

In order to ensure that only the most relevant features are utilized
for HI construction, it is necessary to evaluate the extracted features
using appropriate metrics. To maintain consistency with the objectives
of HI construction, the metrics determined in Section 3.1 are also
employed to assess the performance of the extracted features. Features
that perform poorly on these metrics are considered unsuitable and are
consequently eliminated from consideration for inclusion in the HI.

Furthermore, it is important to consider the possibility of redun-
dancy among the features, as some of them may be highly similar [13].
To address this issue, a correlation matrix is established before HI
construction. If one feature is too similar to another one, only one of
them will be kept. In this way, redundancy and unnecessary waste of
computing resources can be avoided.

Remark 2. The feature extraction approach discussed in this section
is presented as an illustrative example and can be interchanged. When
implementing the framework proposed in this study, researchers have
the flexibility to select the most suitable features based on the specific
application requirements. Furthermore, the integration of novel and
advanced feature extraction methods has the potential to enhance the

overall performance of the proposed approach.
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3.3. Method of solving the MOP

This subsection presents a method for obtaining the optimal solution
of the MOP converted from the HI construction task (i.e., Eq. (11)).
For the convenience of presentation, the following definitions regarding
multi-objective optimization are stated [32]:

Definition 1 (Pareto dominance). For ∀𝑤,𝑤′ ∈ R𝑛𝑓 , 𝑤 is said to
ominate 𝑤′ (denote as 𝑤 ≻ 𝑤′) if and only if:

∀𝑖 ∈ {1, 2,… , 𝑛𝑚} ∶ 𝑀𝑖(𝑤𝑇 F) ≥ 𝑀𝑖(𝑤′𝑇 F)

∧∃𝑖 ∈ {1, 2,… , 𝑛𝑚} ∶ 𝑀𝑖(𝑤𝑇 F) > 𝑀𝑖(𝑤′𝑇 F)

Definition 2 (Pareto optimality). Suppose 𝑤 ∈ R𝑛𝑓 , 𝑤 is called Pareto-
optimal and is a solution of Eq. (11) if and only if:

{∄𝑤′ ∈ R𝑛𝑓
|𝑤′ ≻ 𝑤} (12)

Definition 3 (Pareto optimal set). The set of all Pareto-optimal solutions
is called Pareto optimal set (also called Pareto set for short) as follows:

𝑊 ∗ ∶= {𝑤,𝑤′ ∈ R𝑛𝑓
|∄𝑤′ ≻ 𝑤} (13)

Definition 4 (Pareto optimal front). A set containing the value of
objective functions for Pareto solutions set:

𝐺 ∶= {𝑔(𝑤)|𝑤 ∈ 𝑊 ∗} (14)

Some studies weight the metrics to form a single objective function
in order to obtain the optimal solution [9,23,26]. However, these
weights are subjectively determined and need to be recalculated for
different scenarios, resulting in inefficiency. Moreover, the subjective
nature of this determination lacks consistent standards, leading to the
instability of the effectiveness of the method across different tasks.

To address the aforementioned issue, we employ a combination of
MOALO and EWM to solve Eq. (11) in our study. Initially, MOALO is
employed to obtain the Pareto solution set. Subsequently, EWM, which
incorporates the consideration of information entropy, is utilized to
derive the optimal solution from the Pareto solution set. It is important
to note that subjective determination is not involved in any part of the
process.

We initially solve the MOP defined by Eq. (11) to obtain the Pareto
optimal set 𝑊 ∗, which can be achieved by using multi-objective opti-
mization algorithms. Many optimization algorithms are utilized to solve
MOPs, with non-dominated sorting genetic algorithm-II (NSGA-II) [40]
and multi-objective particle swarm optimization (MOPSO) [41] being
the most popular in the literature. In this work, we apply MOALO as
the optimization algorithm, which is a population-based optimization
algorithm inspired by the predatory behavior of antlions. MOALO is se-
lected due to its proven superiority in terms of accuracy and robustness
when compared to NSGA-II, as well as its demonstrated performance
for optimizing separated regions compared to MOPSO [32]. With the
utilization of MOALO on Eq. (11), a Pareto optimal set of groups of
fusion weights, 𝑊 ∗, can be obtained.

Since the Pareto optimal set is insufficient to achieve the target of
finding the optimal set of fusion weights due to its inclusion of multiple
solutions, the Pareto set 𝑊 ∗ needs to be transformed into the opti-
mal solution 𝑤∗. The performance of Pareto optimal solutions varies
across different metrics, making it challenging to directly choose the
best solution. In fact, this constitutes a multi-criteria decision-making
problem [42].

EWM is one of the most popular ways to tackle multi-criteria
decision-making problems, which can be utilized to obtain 𝑤∗ from 𝑊 ∗.
The fundamental concept underlying this method is to assign greater
importance to a metric that contains more information, which can be
achieved by quantifying the amount of information using information
6

entropy. Using this method, the Pareto optimal solutions can be ranked
to obtain the optimal solution. The algorithm for obtaining the optimal
group of HI fusion weights using EWM is presented below as Algorithm
1. The Pareto front, which consists of metric values of HIs that are fused
by weighting the extracted features using fusion weights, is denoted as
𝐺 = [𝐺1, 𝐺2,… , 𝐺𝑛𝑠 ]

𝑇 , where 𝐺𝑖 = [𝑔𝑖,1, 𝑔𝑖,2, 𝑔𝑖,3, 𝑔𝑖,4]𝑇 , 𝑖 = 1, 2,… , 𝑛𝑠.
Here, 𝐺𝑖 is a vector of metric values, and 𝑊 ∗ = {𝑤1, 𝑤2,… , 𝑤𝑛𝑠}
denotes the Pareto optimal set. The optimal solution 𝑤∗ can be obtained
tilizing Algorithm 1.

Algorithm 1: The execution process of EWM.
Input: Pareto front 𝐺, Pareto optimal set 𝑊 ∗

Output: The best HI fusion weight vector 𝑤∗

1 for 𝑖 ← 1 to 𝑛𝑠 do
2 for 𝑗 ← 1 to 4 do
3 𝑧𝑖,𝑗 ←

𝑔𝑖,𝑗−min(𝑔1,𝑗 ,𝑔2,𝑗 ,…,𝑔𝑛𝑠,𝑗 )
max(𝑔1𝑗 ,𝑔2𝑗 ,…,𝑔𝑛𝑠,𝑗 )−min(𝑔1𝑗 ,𝑔2𝑗 ,…,𝑔𝑛𝑠,𝑗 )

4 𝑝𝑖,𝑗 ← 𝑧𝑖,𝑗∕
∑𝑛𝑠

𝑖=1 𝑧𝑖,𝑗
5 end
6 end
7 for 𝑗 ← 1 to 4 do
8 𝐸𝑗 ← −ln(𝑠)−1

∑𝑛𝑠
𝑖=1 𝑝𝑖,𝑗 ln𝑝𝑖,𝑗

9 end
0 for 𝑗 ← 1 to 4 do
11 𝜃𝑗 ← (1 − 𝐸𝑗 )∕(4 −

∑4
𝑗=1 𝐸𝑗 )

2 end
3 𝛩 ← [𝜃1, 𝜃2, 𝜃3, 𝜃4]𝑇 for 𝑖 ← 1 to 𝑛𝑠 do
14 Fit𝑘 ← 𝛩𝑇𝐺𝑖
5 end
6 𝑖∗ = argmax

𝑖
(Fit𝑖)

7 𝑤∗ = 𝑤𝑖∗

The HI construction algorithm by MOALO and EWM is summarized
as Algorithm 2.

Algorithm 2: The algorithm of HI construction.
Input: Raw run-to-failure data.
Output: The optimal HI.
Phrase 1: Calculate the optimal fusion weight off-line

1 Construct a feature space consisting of the 31 features
mentioned in Section 3.2, derived from raw run-to-failure
training data.

2 Compute the correlation among these 31 features, and delete
redundant features.

3 Compute the four metrics by Eqs. (6)–(10).
4 Add the metric value of these features, and select the features

that perform well on these metrics.
5 Solve the MOP constructed by Eq. (11), obtain the Pareto

optimal set and Pareto front of the MOP.
6 Input the Pareto optimal set and the Pareto front into

Algorithm 1, obtain the optimal fusion weights.
Phrase 2: Construct HI on-line

7 while The monitor system is running do
8 Compute the features of the running system.
9 Compute the HI by multiplying the features with the

optimal fusion weights.
0 end

Remark 3. In fact, the approach proposed in this article is a framework
for HI construction, and both the feature extraction part and the
optimization objective can be replaced according to actual applications.
Therefore, we believe that this approach has good scalability.
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Table 2
Structure of the IMS dataset.

Dataset Fault
bearing

Accelerometers
location

Monitoring
points

Monitoring points
after pre-processing

1 Bearing 3 & 4 x & y axes 2156 2000
2 Bearing 5 x-axis 984 982
3 Bearing 11 x-axis 6324 6323
Remark 4. The computational load of our approach is primarily
entered on the offline phase, where the optimal fusion weights are
btained using the training set through MOALO and EWM; while in
he online stage, only the required features need to be extracted from
he monitoring data, and then the monitoring data is fused using the
usion weights. Consequently, this approach does not demand high
omputational efficiency.

. Case studies on rotating machinery datasets

This section presents two case studies on two rotating machinery
atasets to illustrate the superiority of the proposed framework. All
xperiments are performed in MATLAB R2021a.

.1. The case study on the IMS bearing dataset

Generated by the NSF I/UCR for Intelligent Maintenance Systems
IMS), the IMS bearing dataset [43] has been widely adopted by many
tudies to demonstrate the validity of their approaches of diagnostics
nd prognostics [13,44,45].

.1.1. Experiment setup
The test rig setup is shown in Fig. 4, which comprised four ZA-2115

ouble row bearings installed on a shaft, with a constant rotation speed
f 2000 RPM and a radial load of 6000 lbs. High-sensitivity quartz ICP
ccelerometers (PCB 353B33) were attached to the bearing housing to
ollect acceleration data at a sampling frequency of 20480 Hz. Data
ere collected every 10 min for 1 s, and the test would be terminated

f any bearing failed. Three tests were conducted, resulting in the
ollection of data from a total of 12 bearings. As illustrated in Table 2, 4
earings failed during the tests while the other 8 bearings held up until
he end of the tests. In this case study, only run-to-fail bearing data are
sed because the others do not contain the information of failure.

The IMS dataset contains outliers and inconsistent timestamps, ne-
essitating pre-processing prior to utilization. Note that the interval
etween the 156th monitoring point (October 23, 2003, 10:14:13) and
he 157th monitoring point (October 29, 2003, 14:39:46) in dataset 1
s six days instead of the stated 10 min, and data show inconsistent
haracteristics before and after. To eliminate the interference of this
nconsistency, data collected at the first 156 monitoring points are
emoved. Additionally, the final two monitoring points of dataset 2
nd the last one of dataset 3 are also removed due to issues with mea-
urements most likely brought on by bearing failures. Their monitoring
alues only consist of 0.2 and 0, which are abnormal. The results of the
forementioned pre-processing are also shown in Table 2.

Data collected from bearing 3 and 5 are selected as the training
ata, while data from bearing 11 is chosen as the test data. Bearing
is excluded from the training and test data as it exhibits a different

egradation trajectory, as depicted in Fig. 9. One possible explanation
or this inconsistency relates to the data set description, which reported
hat bearings 3 and 4 failed simultaneously during test 1. However,
onsidering the low probability of two bearings failing exactly at the
ame time, it is more plausible to attribute the cessation of test 1
rimarily to the failure of bearing 3, indicating that bearing 4 was
ot completely damaged and thus exhibits a different degradation
7

rajectory.
Fig. 4. Bearing test rig and sensor placement illustration.

4.1.2. Applying our approach on the IMS dataset
A comprehensive set of 31 features is extracted from raw data,

which includes 13 time-domain features, 6 frequency-domain features,
8 wavelet packet energy features, and 4 EMD features, as described
in Section 3.2. To ensure comparability, max–min normalization is
applied to each feature. The features of bearing 3 after normalization
are as Fig. 5. Most features are observed to behave differently during
the health phase than they do during degradation, suggesting their
potential to detect a failure and that their fusion can be used to
construct an HI.

The appropriate features should be selected from the 31 features as
candidate features for the construction of HI. The correlation coefficient
matrix of the 31 features is calculated to reduce redundancy, and the
result is shown in Fig. 6, as a heatmap. If the correlation coefficient
between two features is above 0.9, the one with the worse result on
the sum of MSI, trendability, prognosability, and detectability will be
eliminated. Fourteen features remain after doing this.

To select the features that are suitable for HI construction, the
values of the four metrics of the remaining 14 features are calculated
by Eq. (6)–(10), with 𝛼 = 5 in Eq. (8), 𝑝 = 2 and 𝛽 = 2 in Eq. (9).
The values of all metrics are normalized into [0, 1], and the results are
shown in Fig. 7. The characteristics of features exhibited in Fig. 5 are
corroborated by Fig. 7. For instance, feature No. 8 exhibits a significant
jump in the near-failure phase, resulting in a high detectability score,
with a poor MSI value due to the huge fluctuation. The values of all
four evaluation metrics for each feature are summed together, and a
threshold of 2.5 is chosen to select the most promising features for HI
construction. The results indicate that features No. 5, 6, 14, 16, and
20 demonstrated superior performance across all four metrics when
compared to other features, thereby they are selected for fusion.

To obtain the Pareto solutions, MOALO is executed. The number
of solutions is set to 100, and the number of iterations is set to 200.
The bound of weights is [−5, 5], and ∑5

𝑖=1 𝑤𝑖 = 1. Fig. 8 illustrates
the optimization results obtained using MOALO, where each data point
represents the HI corresponding to the optimized set of weights. The
3D coordinates and color of each point in the plot represent the metric
values for the corresponding HI.
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Fig. 5. All normalized features of bearing 3.
Fig. 6. Correlation heatmap of all extracted bearing features.

As all these HIs are not dominated by each other, EWM is applied
to rank them. Following the procedure in Algorithm 1, the importance
weight of each metric is obtained and shown in Table 3. In this way, an
optimal HI fusion weights vector with the highest fitness is obtained,
as shown in Table 4.

4.1.3. Results and discussion
Based on the HI fusion weights vector in Table 4, HIs of bearing 3,

4, 5, and 11 are constructed, as shown in Fig. 9. All bearings exhibited
similar degradation trends, except for bearing 4. This also to some
extent confirms our speculation in 4.1.1.

To show the superiority of the constructed HI, the selected features
and another HI constructed in [9] are compared to our HI. The HI
constructed in [9] applies Eq. (5)–(7) and robustness in [24] being
8

Fig. 7. The metric values of the bearing features.

Table 3
The importance weight of the four metrics of the bearing experiment.

Metric MSI Tre Pro Det

Importance weight 0.0298 0.2989 0.3877 0.2837

Table 4
The optimal HI fusion weights of bearing features.

Feature No. 5 No. 6 No. 14 No. 16 No. 20

Fusion weight −0.0332 2.7027 0.0884 −0.2499 −1.5080

objectives, and the weights of these objectives were determined subjec-
tively by humans. As the HI is constructed based on a genetic algorithm,
it is named GA-HI in this paper.

The four metrics which are used as the objectives of the MOP,
i.e., MSI, trendability, prognosability, and detectability are utilized to
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Fig. 8. The Pareto front obtained by MOALO.

Fig. 9. The constructed HIs of bearing 3, 4, 5, 11.

compare the performance of these HIs. Besides, the fitness synthesized
by each metric based on the weights in Table 3 is also calculated. The
results of the evaluation are shown in Table 5, as well as the evaluation
results on the 5 selected features. The results show that the constructed
HI does not perform best under every metric, but achieves the best
performance in terms of the combined fitness than the other features,
displaying the ability of the proposed HI to indicate the degradation of
bearings.

To demonstrate the ability of MSI to indicate the robustness level
of HIs, another metric to measure robustness is introduced from [24],
which we refer to as ‘‘Rob’’. Even if Rob is not included as an objective
in the MOP, the proposed HI still performs well and is comparable
to the results of features No. 14 and No. 16. In addition, our HI
outperforms GA-HI in most metrics except MSI, even when Rob is taken
as an objective of the GA-HI. These results demonstrate that MSI has
the ability to indicate the degree of robustness in HIs to some extent.
However, our constructed HI is not as good as GA-HI in MSI, which
probably happens due to the trade-off between detectability.

To demonstrate the effectiveness of the constructed HI in detecting
FPT detection, the FPT detection method described in [31] was em-
ployed on the data of bearing 11. The results of FPT detection on the
selected features and the proposed HI in this work are presented in
Fig. 10 and Table 6. The results reveal that the FPT value obtained
from the proposed HI is 5967, which corresponds to the results on
feature No. 6 and feature No. 16 and occurs earlier than in the case
of the other 3 features. This finding indicates that the proposed HI can
9

provide accurate FPT detection. Moreover, Table 5 suggests that the
constructed HI exhibits the highest detectability compared to all the
other features. These results collectively indicate that the proposed HI
construction approach possesses the ability to precisely identify the FPT
of a system, thereby enabling a more distinct differentiation between
the health and failure phases.

Experiments are also set to demonstrate the effective help of the
constructed HI on RUL prediction. The Wiener-process-based RUL pre-
diction method proposed in [46] is applied for RUL prediction. Specif-
ically, we employ an exponential model, i.e., 𝜇(𝑡; 𝜗) = 𝜗𝑒𝜗𝑡.

In order to demonstrate the superiority of the proposed method
in RUL prediction, three groups of comparative experiments were
conducted. The first group is designed to illustrate the importance of
FPT detection for RUL prediction, thus comparing the results of RUL
prediction without considering FPT detection and with considering FPT
detection. The second and third comparative objects are respectively
the optimal performing feature 6 selected from the chosen features, and
the previously mentioned HI constructed in [9], both of which were
predicted under the consideration of FPT.

The results of RUL prediction are displayed in Fig. 11. Because of
the significant deviation in the initial stage of RUL prediction associated
with the specific RUL prediction method, we commence displaying
the RUL prediction results from 6125 rather than from FPT (5967),
ensuring a clearer presentation in Fig. 11 of the RUL prediction out-
comes. The significant deviation of the RUL prediction result obtained
without considering FPT detection from the actual RUL highlights the
necessity of FPT detection in RUL prediction. Furthermore, it can be
observed that the result on the proposed HI with the consideration of
FPT detecting is closer to the actual RUL than feature No. 6 and GA-HI.
Furthermore, during the end period of the life-cycle, the RUL prediction
result derived from our HI exhibits a high degree of proximity to the
true RUL, showing the validity of constructed HI on RUL prediction.

4.2. The case study on a gearbox dataset

The gear life test dataset is from [47], which was performed by a
gear contact fatigue test rig provided by the University of Newcastle
in the UK. Two gears made of 20Cr2Ni4 A, with tooth numbers of 27
and 25 respectively, were continuously monitored by accelerometers
mounted on the gearbox cover. The sampling frequency, sampling
duration, and sampling period were set to 25 kHz, 0.2 s, and 1 min, re-
spectively. The experiments were terminated when the amplitude of the
vibration signal exceeded a predetermined threshold, indicating gear
failure. A total of four run-to-failure tests are accessible, outlined in
Table 7. Although the testing conditions for each assessment may vary
slightly, given the lack of significant differences, it can be considered
that their features provide a similar indication of the health status of
gears. Consequently, tests 1, 2, and 3 are chosen for training, while
dataset 4 is selected for testing.

Following the feature extraction and selection approach outlined in
Section 4.1, six key features, namely Energy, Kurtosis, SINAD, Shape
Factor, Wavelet Packet Energy 30, and Intrinsic Mode Function Energy
3, are identified for fusion. After the features are normalized and
smoothed, they are input into Eq. (11), which is then solved by MOALO
and EWM. The resultant optimal fusion weights are shown in Table 8,
alongside the fusion weights from GA-HI for comparative analysis.

The constructed HI is presented in Fig. 12 and compared with
other HIs. Comparison results among various HIs are delineated in
Table 9. Our constructed HI outperforms others on three key metrics,
and achieves the optimal fitness. It is worth noting that our HI performs
best in Rob, despite it not being a specified objective in the MOP,
which further demonstrates the ability of MSI to indirectly indicate
robustness. Furthermore, Our proposed HI promptly detects FPT, aiding
in the monitoring of system health. The GA-HI exhibits almost the same
characteristics as Energy due to its emphasis on monotonicity (given a
weighted importance of 0.9 in [9]). Such targeted emphasis demands
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Fig. 10. FPT detection results of bearing 11 by different HIs.
Fig. 11. RUL prediction results of different bearing HIs.
Table 5
Comparison results among different features and HIs for bearing dataset.

Feature MSI Tre Pro Det Rob Fitness

No. 5 −7.2601 × 10−4 0.5458 0.8109 0.7739 0.9244 0.6970
No. 6 1.0352 × 10−5 0.8153 0.7670 0.8907 0.9368 0.7937
No. 14 −1.4379 × 10−4 0.1573 0.8437 0.7922 0.9857 0.5988
No. 16 −1.8430 × 10−4 0.7946 0.9602 0.7044 0.9893 0.8095
No. 20 𝟑.𝟔𝟑𝟏𝟐 × 𝟏𝟎−𝟓 0.4665 0.4533 0.9545 0.9142 0.5860
GA-HI 7.2362 × 10−6 0.6970 0.8253 0.4722 0.9465 0.6622
Our HI −4.8171 × 10−5 0.8180 0.9208 0.7752 0.9798 0.8214
Table 6
The results of FPT detection on different bearing HIs.

Feature No. 5 No. 6 No. 14 No. 16 No. 20 GA-HI Our HI

FPT 6115 5967 6159 5967 6161 5967 5967
10
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Fig. 12. HIs of gear 4.
Table 7
The detailed information of the gear dataset from [47].

No. of test 1 2 3 4

Load (N m) 4400 4070 4070 4400
Rotational speed (rpm) 1100 800 800 1100
The number of samples 1050 2820 2820 1050
Role Training data Test data
Table 8
The optimal HI fusion weights of gear features.

Feature No. 7 No. 11 No. 12 No. 14 No. 20 No. 30

Our HI 0.3700 −0.0098 0.0046 0.1596 0.2163 0.2592
GA-HI 0.9992 5.162 × 10−4 1.695 × 10−4 8.186 × 10−4 −3.476 × 10−4 −3.089 × 10−4
Table 9
Comparison results among different features and HIs for the gear dataset.

Feature MSI Tre Pro Det Rob FPT Fitness

No. 7 7.8780 × 10−6 0.9033 0.9950 0.6748 0.9921 201 0.8124
No. 11 −1.2733 × 10−4 0.0128 0.3461 0.5978 0.9768 445 0.2534
No. 12 −1.335 × 10−3 0.3325 0.7729 0.5824 0.9777 404 0.5708
No. 14 −1.4537 × 10−4 0.1094 0.3985 0.4817 0.9840 646 0.2951
No. 20 −1.5020 × 10−5 0.9114 0.9866 0.3373 0.9866 916 0.7873
No. 30 −1.2707 × 10−5 0.8167 0.8417 0.6932 0.9784 502 0.7040
GA-HI 𝟕.𝟖𝟗𝟑 × 𝟏𝟎−𝟔 0.9035 0.9949 0.6751 0.9922 201 0.8124
Our HI 2.0830 × 10−6 0.9670 0.9900 0.7206 0.9949 201 0.8232
domain expertise that can impact utility in practical applications. Con-
versely, our approach reduces the demand for specialized knowledge,
presenting direct applicability.

Comparisons of RUL predictions using various HIs are conducted,
similar to Section 4.1. The RUL prediction without considering FPT
detection is assessed, with a specific focus on the RUL prediction results
of GA-HI. The predicted RUL derived from the proposed HI closely
aligns with the actual RUL, as demonstrated in Fig. 13. This alignment
is improved compared to the GA-HI approach, highlighting the efficacy
of our HI in taking into account various metrics comprehensively.
However, the difference in our prediction results is small whether or
not we consider FPT, which may be due to some stable running stage
data being removed from the dataset (this may also be the reason why
the dataset we obtained is different from what was annotated in [47]).
Nevertheless, these experimental results are sufficient to demonstrate
11
that the suggested framework can generate a health indicator (HI) that
aids in fault propagation time (FPT) detection and remaining useful life
(RUL) prediction to a certain extent.

5. Conclusion

In this work, a novel HI that enables FPT detection, and subsequent
RUL prediction is constructed. To construct this HI, four HI assessment
metrics, namely MSI, trendability, prognosability, and detectability,
are utilized as optimization objectives. The proposed approach takes
FPT detection into account by taking detectability as an objective of
the MOP. The introduction of MSI overcomes the limitation of the
traditional monotonicity metric in capturing the overall trend of an HI.
To solve the established MOP effectively, we utilize the combination
of MOALO and EWM, which eliminates subjectivity in manually de-
termining the importance of assessment metrics. The validity of the
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Fig. 13. RUL prediction results of different gear HIs.

onstructed HI is demonstrated on two rotating machinery datasets.
his approach has the potential to be employed for assessing the health
f diverse systems such as turbofan engines, machine tools, gearboxes,
nd vehicle exhaust monitoring equipment.

However, there are areas for further improvement in this approach.
irstly, the current fusion of features is accomplished through linear
eighting, potentially neglecting the nonlinear and intricate relation-

hips between features. Secondly, the constructed HI remains fixed
or a particular type of system, overlooking the heterogeneity among
ndividuals. Thirdly, this approach has only been validated on vibration
ignals of rotating machinery, and its effectiveness on other systems
uch as lithium batteries and machine tools needs further investigation.
o enhance the representation ability of the health status of the HI,
uture work will concentrate on addressing these challenges.
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